Node Health Report

® Node Health Report
® opReports 3.5.1 and newer include improvements to memory related fields in the Node Health Report

Node Health Report

The Node Health report display health-related attributes for all selected nodes for a given period. Attributes displayed are: Status, Device, Availability,
Interface Availability, %CPU, 95th% CPU, Max %CPU, CPU Exc., %Mem Free, 95th% Mem Used, Max %Mem Used, %Mem Util, %IO/VIR Mem Free,
95th% 10 Mem Used, Max %10 Mem Used, %IO0/VIR Mem Util. As of version 3.1.4 when this report is exported to XLSX and CSV formats the following
columns of information are also displayed: Group, %I0 Mem Free.

The report also includes two columns with the detected (abnormal) Conditions and the recommended Actions.

If you pass this report the option except i ons=true, then only nodes with exceptional conditions present are shown; the default is to show all nodes.

Below shows the outcome of a default Node Health Report or where exceptions=false. The full report can be viewed by downloading the ZIP file HERE

& opReports Modules ~  Help

View s ZIP

B Node Health Report Lo | csv | kmwa | x.sx | 7P { ema [ oo |

Coverage: 7 day(s), from 2018-07-09T19:20:56 to 2018-07-16T19:20:56 AEST
Generated: 2018-07-16T19:21:31 AEST

Branches

Intarface 95th% Max | CPU | SMem | SSth%Mom = Max%Mem = %Mem  %iO/SwapMem | O5th% IO/SwapMem = Max %IO/Swap Mom | %IO/Swap Mem
. Avellebly | patabity %PV cPU wePU | Exc. Free

Condition: Actions
Used Used il Free Used Used vl =
--n- = mn‘n__
servert

Interface 95th% Msx | CPU | %Mem  95th%Mom  Mex%Mem = %Mem  %IO/SwapMem  O5th% IO/SwapMem Max %I0/Swap Mom | %IO/Swap Mem
Avallability cpPy Exe. Fres (] Used sl Fres Used Used vt
ge-routert 80851 100.000| 5. 1338 2 53.60 4430 5835 46.40 : 12.26 1231 1227, 1: Device has low availability| 1: Investigate causes for low availabilty

Status  Device  Availability Conditions Actions

1: Device has low avaiabilty 1: Investigate causes for low availabilty
go-switeht 99953/ 63245 51 600, z 0 57.62 s 4226|4218 I { 6855, 6803 2: Devios has very low intarface, 2: Investigate Gauses for very low interface
availability availabilty

Status  Device intarisce ::‘ Mex Xi0/Swap Mom Conditions Actions

Avallablitty Used

meatbal 100.000 NiA NiA| 1: Device has low avaiability 1: Investigate causes for low availabilty

1 Device has low avaiabilty 1: Investigate causes for low availabilty
midgard X 63285 51 X z 0 . X I { 6855, I 2: Devioe has very low interface, 2: Investigate causes for very low interface.
availability availebilty

Brisbane

Interface Max %10/Swap Mem
e B Avallability Used SO choss

bne-router . 100.000 X 1231 1: Device has low avaiability 1: Investigate causes for low availabilty

bne-server! X 100.000 F . . . 610 . 1: Device has low avaiability, 1: Investigate causes for low availabilty

1: Device has low avaiabilty 1: Investigate causes for low availabilty
bne-swicht 63252 5. . 6855 2: Device has very low e 2: Investigate causes for very low interface
availability availabilty

Chariotte

To create a Node Health Report showing exceptions only, click the box that the arrow points to in the image below.


https://community.opmantek.com/download/attachments/24677736/health_2018-07-09T19_20_56_2018-07-16T19_20_56.zip?version=1&modificationDate=1531769434000&api=v2

Create On-Demand Report

Report Description (optional) Description of the report
Report Type Node Report j
Node Selection All Active Nodes j
Start Date/Time now - 7 days 7 End Date/Time now 7
From Hours ? 0 j To Hours ? 24 j Days ? Mon-Sun j

Formats HTML @ CSV @ XLSX

Report Name (Optional) Report Name ?
Node Name Display Plain Node Name j 7
Interface Display Interface Description j 7

Include Embedded Graphs

Custom Report Title (Optional) Custom Report Title 7
Exceptions Report 7| Exceptions Only (Health Report)
WAN Report Level Default j
Show Util Thresholds Show only Util O
Utilisation Threshold 80 % Min Over-Threshold Count 1
Show 95th Percentile Combined In and Out Utilisation j 7
Authorised Viewers j 7

A Node Health Report using the same devices where exceptions=true looks similar to the image below. The full report can be viewed by downloading the
ZIP file HERE

& opReports 3. Modules

B Node Health Exception Report Lo | csv | krw | x.sx | zp | Ema | poio |

Coverage: 7 day(s), from 2018-07-09T19:48:53 to 2018-07-16T19:48:53 AEST
Generated: 2018-07-16T19:49:11 AEST
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No devices with excep roup Branches and location Cloud.

Interface %Mem 95th% Mem Max %Mem %Mem %I0/Swap Mem  05th% I0/Swap Mem
Staiue|  Device  \Jmlalillly| iy | PoTV . Free Used wi [ Used i RS

100.000| 520,

go-router! 99.951

53.60 4430 4640 8773 1226 1: Device has low availability 1: Investigate causes for low availabilty

1: Device has low availabiity 1: Investigats causes for low availabilty
5782, 4216 4226|4218 3197 6783 6855 6803 2: Device has very low interface 2: Investigate causes for very low interface
availability availability

ge-switcht 99.953) 63245 526 600 1045

°

Intertace

Status  Dovice Avallabilty . Conditions. Actions.

meatball 100,000 1: Device has low availability 1: Investigate causes for low availabilty

1: Device has low availabiity 1: Investigate causes for low availabilty
600 1044, 0 5782, 4216 4224 azi8 3198 6783 6855 6802 2: Device has very low interface 2: Investigate causes for very low interface
availability availability

midgard 63235

Brisbane

N Intortace Max  CPU  %Mem  OSth%Mem Max%Mem  %Mom  %I0/SwapMem | O5th% I0/SwapMem | Max %IQ/Swap Mem
Used

Avallabllity %CPU | Exc.  Free Used used v Free used L2 =)

bne-routert 100,000 2247 1 53.56 4430 57.54|  dgd2. 87.73 12.26 1: Device has low availability 1: Investigate causes for low availabilty

bne-servert 100.000 1815)  Bess| 135 35.08 73.09 75.66| 6497, 96.00 591 610 a00 1: Device has low availability 1: Investigate causes for low availabilty

15 Device has 1: Invesii for low avaiabilty
be-swicht . 63252 s8] 1007 o se 4218, 22| 4218 ater, 673, 6855, 6803, 2:Device has very low interiace 2: Ivestigate causes for very low interface
avaiabilty avaiabilty
Charlotte
Interface Max | CPU | %Mem  9ath%Mem  Max%Mem %Mem %IO/SwapMem  9Gth% IO/SwapMom | Max ¥IG/Swap Mem | %IO/Swap Mem
B = Avaliabiity | 0PV %CPU | Exc.  Free Used [ v Free Used Used vl CORRe =
charrouter] s9909| 522 273 3| sa0 4a.29) 815 4640 773 1225 1231 1227] 1: Device has very low avaiabilty 1:Investigate causes for very low avaizbilty

The formulas used for calculation of the reporting conditions can be tuned and adjusted by the user:


https://community.opmantek.com/download/attachments/24677736/health_2018-07-09T19_48_53_2018-07-16T19_48_53.zip?version=1&modificationDate=1531770695000&api=v2

The section opr eport _rul es (in conf/ opCommon. nni s in opReports 3., or opRepor t s. nmi s in version 2.x) defines the threshold values for the
following conditions:

Device Availability = Condition: "Device has LOW or VERY LOW availability"
Action: Investigate causes for low availability
Formula used for Calculation:

® Very Low device availability less than 99.9

® Low device availability less than 99.999

Interface Availability = Condition: "Device has LOW or VERY LOW interface availability"
Action: Investigate causes for low interface availability
Formula used for Calculation:

® Very Low interface availability less than 80

® |ow interface availability less than 95

CPU Utilisation = Condition: "Device has VERY HIGH, HIGH or MODERATE CPU utilisation"
Action: Investigate causes for CPU utilisation
Formula used for Calculation:

® Very High CPU utilisation: greater than 30%
® High CPU utilisation: greater than 20%
® Moderate CPU utilisation: greater than 12%

If the node has multiple CPUs then the utilisation measure is averaged over all CPUs.

CPU Exceptions
The count of times the CPU utilisation exceeded the "CPU Exception Threshold" of 20%. If the node has multiple CPUs then this is the sum of the
exception counts of all CPUs.

Memory Utilisation = Condition: "Device has VERY LOW or LOW main memory free"
Action: Investigate causes for free low main memory
Formula used for Calculation:

® Very Low free main memory less than 10

® Low free main memory less than 25

10 or Virtual Memory Utilisation = Condition: "Device has VERY LOW or LOW IO or Virtual memory free"
Action: Investigate causes for low free 10 or Virtual memory
Formula used for Calculation:

® Very Low free main memory less than 10

® Low free main memory less than 25

opReports 3.5.1 and newer include improvements to memory related fields in the Node Health
Report

Ipath/to/omk/conf/opCommon.json has a new setting with default being /opreports/on_invalid_hrcachemem_use_only_hrmem=0.

® With /path/to/omk/conf/opCommon.json set at opreports/opreports/on_invalid_hrcachemem_use_only_hrmem=1,
opReports attempts to detect situations where invalid hrCacheMemUsed and hrCacheMemSize
values are being reported that would cause the memory related fields in the Node Health Report to return as negative values.
© In such a case (detect memory related fields in the Node Health Report would negative values),
hrCacheMemUsed and hrCacheMemSize will not be used in the calculation of memory related fields
and a suitable entry to this effect will be logged in opReports.log.
© This issue has been detected in docker instances where hrCacheMemUsed and hrCacheMemSize values
were that of the docker host and not that of the docker instance itself.
® With /path/to/omk/conf/opCommon.json set at opreports/opreports/on_invalid_hrcachemem_use_only_hrmem=0:
© In such a case (detect memory related fields in the Node Health Report would negative values),
affected memory related fields will return N/A and a suitable entry to this effect will be logged in opReports.log.
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